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ABSTRACT

Assimilation into numerical weather models of the refractivity, Abel-retrieved from radio occultations, as the local refractivity at ray tangent point may result in large errors in the presence of strong horizontal gradients (atmospheric fronts, strong convection). To reduce these errors, other authors suggested modeling the Abel-retrieved refractivity as a nonlocal linear function of the 3D refractivity, which can be used as a linear observation operator for assimilation. The authors of this study introduce their approach for the nonlocal linear observation operator, which consists of modeling the excess phase path, calculated along certain trajectories below the top of an atmospheric model. In this study (not aimed at development of an observation operator for any specific atmospheric model), both approaches are validated by assessing the accuracy of both linearized observation operators by numerical simulations with the high-resolution Weather Research and Forecasting (WRF) model and comparing them to the accuracy of interpretation of the Abel-retrieved refractivity as local. Improvement of the accuracy of about an order of magnitude is found with the nonlocal refractivity and further improvement is found with the excess phase path. The effect of horizontal resolution of an atmospheric model on the accuracy of modeling local and nonlocal linear observables is also investigated, and it is demonstrated that the nonlocal linear modeling of radio occultation observables is especially important for weather prediction models with sufficiently high horizontal resolution, grid size <100 km (mesoscale models).

1. Introduction

Radio occultation (RO) remote sensing of the atmosphere includes transmission and reception of coherent radio signals propagating through the atmosphere between satellites, such as the global positioning system (GPS) and low earth-orbiting (LEO) satellites (Gurvich and Krasil’nikova 1987; Yunck et al. 1988, 2000; Hardy et al. 1992; Melbourne et al. 1994; Hocke 1997; Kursinski et al. 1997, 2000; Rocken et al. 1997; Steiner et al. 1999; Feng and Herman 1999; Syndergaard 1999; Anthes et al. 2000; Wickert et al. 2001; Hajj et al. 2002). Refraction of radio waves in the atmosphere affects the phase and amplitude of radio signals. The acquired complex RO signal, first, is used for reconstruction of the bending angle of a ray as the function of impact parameter, under the assumption of local spherical symmetry of refractivity. Next, this function is inverted into the refractivity as the function of radius (Abel inversion). The refractivity is related to pressure, temperature, and humidity (Thayer 1974), the common meteorological variables used in numerical weather prediction (NWP) models. Reconstruction of these variables from refractivity, for use in NWP models, needs the use of ancillary data. Alternatively, the refractivity or the bending angle profiles can be directly
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assimilated, as the observables, by NWP models (Eyre 1994; Zou et al. 1995, 1999, 2000; Kuo et al. 2000; Liu et al. 2001; Poli et al. 2002; Liu and Zou 2003; Marquardt et al. 2003; Gorbunov and Kornblueh 2003). Then these profiles (vectors) must be supplied with the corresponding observation operators (commonly called the forward model), which provides mapping from the model space to the observation space. The most common and simple approach is to assimilate the Abel-retrieved (AR) refractivity as the local refractivity at the estimated tangent point (TP) of a ray. This approach may work fairly well in the absence of strong horizontal refractivity gradients. In the troposphere, especially in case of atmospheric fronts, hurricanes, strong convection, etc., the horizontal gradients of refractivity may introduce significant errors. The errors due to horizontal gradients have been modeled by, for example, Gurvich and Sokolovsky (1985), Sokolovsky (1986), Gorbunov and Sokolovsky (1993), Gorbunov et al. (1996), Kursinski et al. (1997), Ahmad and Tyler (1999), and recently by Syndergaard et al. (2003, 2005). Poli and Joiner (2004), and Poli (2004). In most of the studies, they use either analytical or global atmospheric models. Kursinski et al. (1997) give an estimate of rms refractivity error in the lower troposphere of about 1 N unit. With a high-resolution model, such as the one used in this study, these errors can be significantly larger. To reduce these errors, the bending angle or the AR refractivity must be modeled with account for the horizontal gradients reproduced by NWP model fields.

Because of the dependence of ray trajectory on the refractivity, the observed phase and the derived bending angle are nonlinear functions of the 3D refractivity (the corresponding observation operators are nonlinear). These functions can be linearized by fixing ray trajectories (which then do not depend on the refractivity). However, the accuracy of the linearization (and of the corresponding linear operator), in certain cases, may be insufficient in the troposphere where deviation of true ray trajectories from those used as the background for the linearization is significant. In those cases accurate modeling of the RO observables from NWP model fields may require iterations where the ray trajectories are adjusted at each step. This approach, applied for modeling of the observation bending angle profiles, is discussed by, for example, Eyre (1994), Zou et al. (2000), Gorbunov and Kornblueh (2003), and Poli and Joiner (2005).

Linearization of the forward modeling and inverting RO observations in earth’s atmosphere was considered, for example, by Gorbunov (1990) and later by Ahmad (1998) and Ahmad and Tyler (1998). When modeling of an RO observable includes forward and inverse modeling, and the same fixed model of ray trajectory is used at both steps, this results in substantial cancellation (reduction) of the errors related to linearization. This approach, outlined by Ahmad (1998) and Ahmad and Tyler (1998), was applied by Syndergaard et al. (2003) for nonlocal linear modeling (“2D mapping”) of the AR refractivity. In this approach, a fairly reasonable accuracy can be achieved by use of a relatively simple model of ray trajectories, for example, straight lines, without the iterations. This allows development of a relatively simple and computationally fast linear observation operator. An additional advantage of this approach, in the form applied by Syndergaard et al. (2003), is that it allows modeling of the AR refractivity below the top of an NWP model without the use of ancillary information above the top (which is required for modeling of the observation bending angles).

Recently, other studies related to development of nonlocal linear observation operators have been completed. Syndergaard et al. (2005) present detailed description of the nonlocal refractivity observation operator (2D mapping) outlined in their earlier study (Syndergaard et al. 2003) and generalize their approach by introducing curvature of ray trajectories and considering mapping alternatively on geometric height levels or on pressure levels. Poli (2004), in particular, considers a linear observation operator for the bending angle by integrating a vertical component of the refractivity gradient along some precalculated ray trajectory. The operators introduced in the referenced studies and in this study are similar in the sense that they model RO observables by integrating 2D (3D) refractivity (or its gradient) along some fixed trajectories that do not depend on this refractivity, thus resulting in significant computational savings.

In this study we follow the approach outlined by Ahmad (1998) and Syndergaard et al. (2003) in the sense that we linearize the forward model by fixing the ray trajectory. But we modify the referenced approach by introducing the excess phase path, integrated along a certain model of ray trajectory below the top of an NWP model, through the AR refractivity, as the new observable instead of the AR refractivity. Linear modeling of this new observable consists of integrating the excess phase path along exactly the same ray trajectory through the 3D refractivity represented by an NWP model or analysis. Similarly to the nonlocal linear modeling of the AR refractivity (see above), the errors related to linearization are canceled to a considerable extent when using the excess phase path as the observable. This is due to the use of the same fixed model of ray trajectory for obtaining this observable from the 1D...
AR refractivity and for modeling this observable from the 3D NWP model or analysis refractivity. We introduce a model of the fixed ray trajectory for the linearization, which yields improvement compared to the straight line and is fairly simple for practical implementation. In this study, which is not aimed at development of an observation operator for a specific model and data assimilation system, we only consider 2D occultations (in one plane) and use the 2D refractivity as the state vector, without considering mapping of this vector to the true NWP state vector represented by model variables (which can be different for different NWP models).

Next, we evaluate the linearized observation operators by numerical simulations with the high-resolution Weather Research and Forecasting (WRF) model. In this study we use two cases: the atmospheric front (which triggered strong convection uprising to the tropopause) over the southeastern United States on 11 November 2002 and Hurricane Isabel over the Atlantic, which hit the east coast of the United States on 17 September 2003. The simulations show reduction of the observation errors (defined at the end of this section) when modeling the AR refractivity as the nonlocal refractivity and further, when using the excess phase as the observable. Additionally, we demonstrate the effect of horizontal resolution of an atmospheric model on the observation errors when modeling the AR refractivity as local and nonlocal refractivities.

Section 2 describes linearization of two observation operators. Section 2a gives an overview of the linearization of the AR (nonlocal) refractivity following Ahmad (1998) and Syndergaard et al. (2003). Section 2b introduces our approach for linearization of the excess phase path and its usage as the new observable. Section 3 describes the high-resolution WRF model used in the simulations. Section 4 discusses some details of the numerical simulations used in this study. Section 5 presents the results of the simulations, and section 6 concludes the study.

In this paper we adhere to the following definition of errors. Observation error is the apparent difference between a physical quantity (observable) obtained from observations and modeled by use of an atmospheric model. The observation errors include the modeling errors, the representativeness errors, and the measurement errors. Modeling errors are the errors related to approximations applied for modeling of an observable. For example, in this study, treating the AR refractivity as local introduces the modeling error. Representativeness errors are the errors related to discrete representation of continuous meteorological fields by an atmospheric model. The measurement errors are related to the physical processes that affect observations but may not be modeled in the deterministic sense (e.g., effect of the atmospheric turbulence and the ionospheric irregularities). The measurement errors are not considered in this study.

2. Linearization of the observation operators

a. Linearization of the Abel-retrieved (nonlocal) refractivity

Here we briefly outline the approach for approximation of the AR refractivity as linear function of the 3D refractivity field introduced by Ahmad (1998) and applied by Syndergaard et al. (2003). The geometry and the necessary notations are shown in Fig. 1.

Let $S$ be the excess phase path along an arbitrary trajectory below the top of an NWP model:

$$S = \int v(x, y) dl,$$

(1)

where $v(x, y) = 1 - n(x, y)$, $n$ is the 2D refractive index in the occultation plane (transmitter - receiver - center of sphericity) and $N = 10^5 \nu$ is the refractivity. The trajectory introduced above is used as the model of ray with radius of TP, $r_{tp}$. There is certain freedom in defining this trajectory. Most important, this trajectory must not depend on $n(x, y)$, thus resulting in linearization of the problem. In a special case, when this trajectory is the ray in some background 1D refractive index $n_{bg}(r) = 1 + v_{bg}(r)$, the expression (1) can be explicitly written as

$$S(a) = 2 \int_a^{a_{max}} \frac{v(x, y)(1 - n d \ln n_{bg}/dp)}{n_{bg}(\rho) \sqrt{\rho^2 - a^2}} dp,$$

(2)

where $\rho = r_{bg}(r)$ is the refractive radius, and $a = r_{tp} n_{bg}(r_{tp})$ is the impact parameter. If one assumes that
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\[ \nu(x, y) = \nu(\rho) \], then (2) can be inverted [solved with respect to \( \nu(\rho) \)] by use of the Abel transform:

\[
\nu(\rho) = -\frac{n_{bg}(\rho)}{\pi(1 - \rho d n_{bg}/d\rho)} \int_{\rho_{\text{max}}}^{\rho_{\text{max}}} \frac{dS/da}{\sqrt{a^2 - \rho^2}} da.
\]

(3)

According to (2)–(3), \( n(\rho) = 1 + \nu(\rho) \) is the nonlocal linear function of the 2D refractive index \( n(x, y) \), which can be interpreted as the nonlocal linear model \( n_{\text{mod}}(\rho) \) of the AR refractive index \( n_{\text{ar}}(\rho) \). Alternative forms of this function, expressed through series expansions and special functions, were derived by Gorbunov (1990) and Ahmad (1998). Syndergaard et al. (2003) used the \( n_{bg} = 1 \), by introducing \( n_{\text{mod}}(\rho) = n_{\text{mod}}(r) \) as the 2D-mapped refractive index. Generally, one can use as the \( n_{bg}(\rho) \) any spherically symmetric refractive index that approximately reproduces mean atmospheric state, in particular, \( n_{mod}(\rho) \). We note that the Abel inversion (3) differs from the common Abel inversion in two respects: (i) the ray trajectory does not depend on \( n(x, y) \) and (ii) the upper limit of integration is finite, providing finite value \( v_{\text{mod}}(\rho_{\text{max}}) \) because \( dS/da \to \infty \) when \( \rho \to \rho_{\text{max}} \). Thus the extension of an NWP model state vector \( \nu(x, y) \) beyond the top of the model grid is not needed for modeling of the AR refractivity as the nonlocal linear function. However, when \( \rho \to \rho_{\text{max}} \) the integration path tends to zero and the information about horizontal \( N \) gradients vanishes in the nonlocal refractivity; that is, \( \nu(\rho) \) simply converges to local value \( \nu(x, y) \). Thus the use of the nonlocal refractivity is advantageous (effectively accounts for the horizontal \( N \) gradients) at \( \rho < \rho_{\text{max}} - H \), where \( H \) is the vertical atmospheric scale (typically \( \sim 6-8 \) km).

For preliminary estimation of the observation errors, when modeling the AR refractivity as the nonlocal linear function of the 2D refractivity, we use an idealized model of atmospheric front (more realistic simulations are presented in the following sections):

\[
\nu(z, \theta) = \nu_0 \exp(-z/H)[1 + \mu f((z/e - r_c\theta)/d)],
\]

(4)

where \( z = r - r_c \) is height, \( r_c = 6370 \) km is the earth’s radius, \( r = \sqrt{x^2 + y^2} \), \( \theta = \arctan(x/y) \) is central angle, \( \nu_0 = 3 \times 10^{-4} \), \( H = 7.5 \) km, \( e = 0.03 \), \( d = 50 \) km, and \( \mu = 0.1 \). The function \( f(\xi) = \sin(\pi\xi/2) \) for \( \xi \leq \pm 1 \) and \( f(\xi) = \pm 1 \) for \( \xi \geq \pm 1 \). The parameters \( e, d, \) and \( \mu \) define the slope of the frontal zone with respect to earth’s surface, the horizontal half-width of the frontal zone, and the fractional half-lapse of refractivity across the frontal zone.

The refractivity model (4) was subject to ray tracing (details provided in section 4). Both the bending angle \( \alpha \) and the impact parameter \( a \) were calculated from ray arrival angle at receiver (obtained by ray tracing) under the assumption of spherical symmetry. The function \( \alpha(a) \) was subject to Abel inversion. The central angle \( \theta_{tp} \) of ray TP for a given \( r_{tp} \) was calculated, also, under the assumption of spherical symmetry (see section 4). Then \( S(r_{tp}) \) was calculated by (2), by specifying the central angle \( \theta_{tp} \) for each straight line according to the estimated \( \theta_{tp}(r_{tp}) \). The calculated \( S(r_{tp}) \) was inverted into \( n_{\text{mod}}(r) \) by use of (3).

Figure 2 shows the refractivity introduced by the model of atmospheric front (4) (by color scale) and the trajectory of ray TP (by solid line) estimated for the occultation geometry used in the simulations.

Figure 3 (left panel) shows (line A) the Abel retrieved refractivity \( N_{ar}(z) \); (line B) the local 2D refractivity at the estimated ray TP, \( N_{loc}[z, \theta_{tp}(z)] \); and (line C) the nonlocal refractivity \( N_{\text{mod}}(z) \) modeled by use of the straight lines. Figure 3 (right panel) shows fractional differences: (line B) \( (N_{loc} - N_{ar})/N_{ar} \) and (line C) \( (N_{\text{mod}} - N_{ar})/N_{ar} \). As seen, in the presence of strong horizontal gradients, the AR and the local refractivities differ significantly, while the nonlocal linear modeling of the refractivity, by use of straight lines as the models of rays, reduces the differences by approximately an order of magnitude.

b. Linearization of the phase path and its usage as the observable

The nonlocal linear modeling of the AR refractivity includes two steps: forward [Eq. (2)] and inverse [Eq. (3)] modeling. In this study we are suggesting an alter-
Fig. 3. Comparison of the refractivities. (left) Line A is AR refractivity, B is local refractivity at the estimated TP, and C is the nonlocal refractivity (integration along straight lines). (right) Fractional differences between the local and the AR refractivities (line B) and between the nonlocal and the AR refractivities (line C).

native approach for assimilation of RO data that consists of only the use of the forward model. The excess phase path [Eq. (1)] integrated below the top of an NWP model through 1D AR refractive index \( n_r(r) \) along certain fixed trajectories symmetric with respect to \( \theta_{tp} \) for each \( r_{tp} \) (these trajectories are the models of rays) is considered as the new observable \( S_{obs}(r_{tp}) \). Then the excess phase path integrated along exactly the same fixed trajectories through the NWP model refractive index \( n(x, y) \) is the modeled observable \( S_{mod}(r_{tp}) \). We note that the new introduced observable, whose magnitude ranges from about 1 m at 30–35 km to about several hundred meters at the surface, must not be compared and is not directly related to the true RO excess phase, because it does not use the true ray trajectory. The linear Eq. (1) in discrete representation \( S_i = O_{i[k]} [p_{i[k]}] \) defines the matrix \( O_{i[k]} \) of the observation operator. Index \( i \) is associated with \( i \)th ray, while index \( [k] \), in fact, is the set of indices identifying the NWP model grid cells. The matrix of the observation operator \( O \) depends on (i) the model grid; (ii) the position of the occultation plane for each ray (defined by latitude and longitude of TP, and by azimuth); and (iii) the model of ray trajectory used for the integration of the phase. For example, in the case of voxel representation of the NWP model refractivity, \( O_{i[k]} \) is simply the length of \( i \)th ray trajectory inside the \( [k] \)th NWP model voxel. However, pixel representation with interpolation (see section 4) generally provides better accuracy.

The excess phase observation operator is a nonlocal linear operator that allows simple numerical implementation. The finite-difference representation of the numerical integration can be fairly arbitrary, but, most important, it must be the same for both \( n(x, y) \) and \( n\_ar(r) \), thus resulting in cancellation, to a considerable extent, of the modeling errors. Typically, vertical resolution of RO is higher than that of most NWP models. Thus, prior to the integration, it is necessary to apply smoothing (variable with height) and resampling of the AR refractivity in order to make its vertical resolution and discretization consistent with those of the NWP model (see also section 5).

The excess phase observation operator is a smoothing operator with respect to the AR refractivity. However, it does not suppress the high-frequency content of RO observation beyond the level available in the original RO observable, which is the phase (although different from the modeled one). The error covariance \( E_s \) of the modeled phase can be readily obtained from the error covariance \( E_N \) of the AR refractivity by use of the forward operator \( O \) given by (2) [where \( v(x, y) \) is set to \( v(r) \), \( E_s = O E_N O^T \) (where \( ^T \) means transpose)]. With thus obtained error covariance, assimilation of the nonlocal refractivity and excess phase must be equivalent since they result in the same cost function, as shown by Syndergaard et al. (2004, manuscript submitted to Proc. OPAC-2 Int. Workshop). However, when iterations are needed for minimization of the cost function, the use of excess phase as the observable will result in smaller number of operations. This is because at each iteration it is sufficient to only calculate the phase from an atmospheric model, but not to invert it (the inversion is necessary for the nonlocal refractivity). On the other side, calculation of the phase from the AR refractivity is performed only once.

Similarly to the nonlocal refractivity, the information about horizontal \( N \) gradients vanishes in the excess phase when TP is close to the top of atmospheric model. Thus the use of the \( S(a) \) is advantageous at \( a < a_{max} - H \) where \( H \) is the vertical atmospheric scale.

In this study, besides the straight line \( r(\theta) = r_{tp} \cos(\theta - \theta_{tp}) \), we consider the following simple model of ray trajectory for calculation of the excess phase path:

\[
r(\theta) = r_{tp}[1 + (1 - r_{tp}/r_{c}) (\theta - \theta_{tp})^2/2].
\]  

Expression (5) is the first-order expansion, in terms of small parameter \( (\theta - \theta_{tp})^2 \), of the equation of circle of radius \( r_{c} \) tangent to straight line at TP. The radius \( r_{c} \) must depend on \( r_{tp} \).

Figure 4 compares the excess phase paths \( S_{mod}(r_{tp}) \), obtained by integration through the 2D model of atmospheric front (4) \( n(x, y) \), and \( S_{obs}(r_{tp}) \), obtained by integration through the 1D AR refractive index \( n\_ar(r) \). Only fractional differences \( (S_{mod} - S_{obs})/S_{obs} \) are shown. Curve A was obtained by use of straight lines for integration of the excess phase path. Curve B was obtained by use of ray trajectories given by (5) when \( r_{c} \) was equal to ray curvature radius at TP \( r_{c} = -n\_ar(r_{tp}) (dn\_ar/dr_{tp})^{-1} \).
Although one could expect improvement (reduction of the modeling errors) by accounting for ray curvature at TP, curve B does not show an improvement. This is because the curvature of real ray decreases with increasing distance from TP. To account for this effect, the $r_c$ in (5) must be taken larger than at TP. Curve C was obtained by use of a simple ad hoc model for $r_c$:

$$r_c = r_{c0} \exp\left(\frac{r_{tp} - r_c}{h_0}\right),$$

with the parameters $r_{c0} = 25000$ km, $h_0 = 6$ km, resulting in significantly smaller errors compared to the use of straight lines (curve A). Along with the straight-line model, the ray model [(5)–(6)] will be used in numerical simulations with the high-resolution WRF model described in the following sections.

### 3. High-resolution model simulations of mesoscale weather systems

The weather model used in this study is the WRF model (Skamarock et al. 2001; Michalakes et al. 2001), a nonhydrostatic, fully compressible, primitive equation model. It uses a terrain-following hydrostatic pressure coordinate and the Arakawa C grid staggering. The version of the model used in this study has the horizontal grid size of 4 km and 34 levels in the vertical from the surface to about 20 km. The physics of the model includes the Purdue Lin microphysics scheme (Lin et al. 1983; Chen and Sun 2002), Yosei University planetary boundary layer (PBL) scheme, University of Oregon land surface model, Rapid Radiative Transfer Model longwave radiation, and Dudhia shortwave radiation scheme. The WRF model is used to perform simulations of two significant weather events.

The first event is a frontal convection case. In this case, a strong surface front passed through the eastern United States and triggered severe convection (including large hail and tornadoes) ahead of the front from Mississippi, Alabama, and Georgia to Tennessee, Kentucky, and Ohio. The WRF model with a mesh size of $381 \times 381$ was initialized at 1200 UTC 10 November 2002 and run for 24 h to cover the initiation and strong convective period. The data used for the observation operator study were extracted from a cross section perpendicular to the surface front at 12-h forecast time. For this case, the initial condition was obtained from the National Centers for Environmental Prediction (NCEP)Eta Model 40-km operational analysis, and the lateral boundary conditions were obtained from the Eta operational forecasts provided at 40-km resolution and 3-h intervals.

The second case, Hurricane Isabel, was initialized from the Global Forecast System (GFS) operational analysis provided at $1^\circ$ resolution. The lateral boundary conditions were obtained from the operational GFS forecast at 6-h intervals. Hurricane Isabel formed over the Atlantic Ocean on 7 September 2003 and remained a category 4 and 5 hurricane between 9 and 15 September. The storm was then weakened to a category 2 hurricane before it made landfall at 1700 UTC 18 September. The 4-km WRF model forecast with a mesh size of $501 \times 501$ was initialized at 0000 UTC 17 September 2003 and run for 48 h. The WRF model simulated the storm track and the timing of landfall with high accuracy. The model data, used for assessing the accuracy of the linearized observation operator in this study, were taken from a north–south cross section cutting through the center of the hurricane at 24-h forecast time.

### 4. Numerical implementation of the simulations

In this simulation study the WRF model 3D grid fields were initially interpolated to the selected occultation plane with constant increment in $\theta$. The refractive index $n = 1 + \nu$, at first, was calculated in the model grid points $\nu_{ij} = \nu (z_{ij}, \theta_j)$, where $i$ and $j$ indices correspond to vertical and horizontal coordinates, and $z_{ij}$ are geopotential heights (which we treat as the geometric heights since the difference is not important in this study). The relationship between refractivity and common meteorological parameters can be found in,
for example, Thayer (1974). Next, ln \(v\) was interpolated in the vertical direction by cubic splines onto the standard grid \(z_i\), obtained by averaging \(z_{ij}\) over \(j\).

Simulation of the bending angle as a function of impact parameter was performed by integration of ray equations in Cartesian coordinates, where they take simple form (Kravtsov and Orlov 1990)

\[
\frac{dq}{d\tau} = n \nabla n, \quad q = dt, \quad \tau,
\]

where \(r = [x, y]\), \(d\tau = dln/n\), by the fourth-order Runge–Kutta method (Press et al. 1992). For the integration of ray equations, generally, refractivity and its derivatives must be continuous functions. In practice, most important is continuity of the refractivity and its vertical derivative in the vicinity of ray TP. For each \([x, y]\) the corresponding \(r = \sqrt{x^2 + y^2}\), \(\theta = \arctan(x/y)\), and \(v, v' = \partial v/\partial r, v'' = \partial v/\partial \theta\) were calculated and then converted to \(v, v' = \partial v/\partial x = x, v'' = r/r^2\)

\[
\Rightarrow yv''/r + xv'/r^2.
\]

For the analytical model (4), all derivatives were calculated analytically. For the grid model, \(v, v', v''\) were calculated by applying log-spline interpolation in vertical and linear interpolation in horizontal direction, thus providing continuity of \(v, v'\).

Geometry of ray tracing is shown in Fig. 5. The transmitter was fixed with respect to the atmosphere (this restriction simplifies calculations by not affecting results) at \(r_1 = 26\,600\,\text{km}\) (typical for GPS), \(\theta_1 = \text{const.}\). Rays were started from transmitter at certain zenith angles \(\phi_i\) the angle between ray and local vertical) with increment \(\Delta \phi_i = 1.5 \times 10^{-6}\,\text{rad}\), then continued as straight lines until \(r = r + 100\,\text{km}\), then integrated through \(n(x, y)\) until their altitude, again, became higher than 100 km, then again continued as straight lines until \(r_2 = 7150\,\text{km}\) (receiver in LEO). At the end, the central angle of the receiver \(\theta_2\) and the zenith angle \(\phi_2\) were calculated for each ray. For a stationary transmitter, \(\phi_2\) is uniquely defined by an initial RO observable, Doppler frequency shift (Vorob’ev et al. 1994; Melbourne et al. 1994; Kursinski et al. 1997), while \(\phi_1\) is not known. Thus, in order to model real RO observations, the impact parameter \(a\) and the bending angle \(\alpha\) were calculated from only \(\phi_2\) under the assumption of spherical symmetry (by use of the Snell’s law): \(a = r_2 \sin \phi_2\) and \(\alpha = \phi_2 + \arcsin(a/r_2) + (\theta_2 - \theta_1) - \pi\). Note that calculated \(\alpha\) is different from the true angle between the vectors \(\mathbf{q}_i\) and \(\mathbf{q}_j\) at start and end of the ray. The central angle of the TP of the ray with a given \(\alpha\) and \(a\), also, was estimated under the assumption of the spherical symmetry: \(\theta_{\text{TP}} = \theta_2 - \pi/2 + \phi_2 - \alpha/2\). Also note that thus estimated \(\theta_{\text{TP}}\) is different from the true angle of tangent point (in fact, for nonspherical refractivity a may have several tangent points). We note that for a stationary transmitter, \(\alpha(a)\) and \(\theta_{\text{TP}}(a)\), in fact, do not depend on \(r_2\) once the receiver is outside the atmosphere.

The function \(\alpha(a)\) was subject to Abel inversion for obtaining \(n_{\text{av}}(r)\):

\[
\pi \ln n_{\text{av}}(\rho) = \int_{r_1 - 100\,\text{km}}^{r_1 + 100\,\text{km}} \frac{\alpha(a)}{\sqrt{a^2 - \rho^2}} \, da = \sum \frac{1}{\sqrt{a_i + \rho}} \int_{a_i}^{a_i + 1} \alpha_i + \alpha_i'(a - a_i) \sqrt{a - \rho} \, da = 2 \sum \frac{\sqrt{a - \rho} [\alpha_i - \alpha_i'(a_i - \rho) + \alpha_i'(a - \rho)3]^a_{a_i} = a_i + 1}{\sqrt{a_i + \rho}},
\]

where: \(\rho = \rho_{n_{\text{av}}} (\rho)\), the finite-difference approximation for the derivative is \(\alpha_i' = (\alpha_i + 1 - \alpha_i)(a_i + 1 - a_i)\) and decomposition of the denominator by setting \(a + \rho = a_i + 1 + \rho\) at each integration step simplifies the calculation by preserving sufficient accuracy.

For integration of the excess phase path, when modeling the nonlocal refractivity, by (2)–(3), we apply the same interpolation of the 2D refractivity as for the ray tracing (see above). For integration of the excess phase path, when modeling it as the observable, we apply bilinear interpolation. Although this interpolation is coarse, its errors are canceled, to a considerable extent, when modeling \(S\) from \(v_{\text{av}}(r)\) and from \(v(x, y)\), when the same finite-difference representation is applied (see section 2b). Similarly, trilinear interpolation can be applied for numerical implementation of the observation operator when assimilating real RO data.

In the lowest part of the troposphere (below \(\sim\)2 km) the used high-resolution atmospheric model sometimes results in multipath propagation. In principle, it is possible to account for the multipath propagation in simulations by resorting rays after the ray tracing according...
to increasing value of the impact parameter $a$. However, accurate resolving of the single-valued function $\alpha (a)$ in this case requires significant reduction of both the $\Delta \theta$ and the step for numerical integration of (7). In this study we simply stopped using data below the point where multipath was hit. When processing real RO data, the multipath is effectively resolved; that is, a single-valued function $\alpha (a)$ is reconstructed by applying radioholographic methods for complex received RO signal (Gorbunov 2002; Jensen et al. 2003) and then subject to Abel inversion. However, in case of superrefraction, which most commonly occurs on top of the PBL (Sokolovskiy 2003) the $n_{\text{tar}} (r)$, and hence the $S_{\text{obs}} (r_{\text{tp}})$ or $S_{\text{obs}} (a)$ modeled from the $n_{\text{tar}} (r)$, will be negatively biased below the superrefraction layer.

5. Results of the simulations

Figures 3 and 4 demonstrate 1D observation error profiles (differences between the “true” and the modeled observables) for the 2D refractivity model (4) and certain positions of the satellites. To access the accuracy of the nonlocal linear modeling of observables with the high-resolution WRF model, we simulate a very dense set of occultations (300 occultations for each case) shifted by a small increment in the horizontal direction, and then plot the errors as the 2D functions of the horizontal distance $r$, $\theta$ and height $z$. Such a dense set of simultaneous occultations (not possible in practice) allows visualization of the spatial structure of errors.

Figure 6a shows the 2D cross section of the 3D WRF refractivity in a vertical plane cutting across the atmospheric front, which triggered strong convection rising to high altitudes. The strong convection can be seen between 1000 and 1400 km in the horizontal distance mark. The date and time of the case and the geographic coordinates of the edges of the cross section are indicated on top of Fig. 6a. Figure 6b shows fractional difference between the local refractivity at the estimated ray TP and the AR refractivity. In some regions, especially in the region of strong convection, this difference is very large, about $\pm 10\%$. Figure 6c shows the fractional difference between the nonlocal refractivity, modeled by use of straight lines, and the AR refractivity. This difference is substantially (approximately by one order of magnitude) smaller than the difference in Fig. 6b, thus demonstrating the advantage of modeling of the AR refractivity as the nonlocal refractivity. Figures 6d and 6e show fractional differences between the excess phase paths modeled by use of the 2D cross section of the 3D WRF and 1D AR refractions. Figure 6d corresponds to the use of straight lines and Fig. 6e to the curved lines, given by (5) with the $r_{c}$ given by (7), for the integration of the excess phase path. As seen, the use of the excess phase path as the observable results in further reduction of the modeling errors to the subpercentage level. The use of curved rays (Fig. 6e) results in smaller modeling errors compared to straight-line rays (Fig. 6d), as was expected from Fig. 4 [note that the range of color is decreasing from (d) to (e)].

Figure 7 shows the same as Fig. 6, but for the case of Hurricane Isabel. The “eye” of the hurricane can be seen between 800 and 900 km in the horizontal distance mark. In some regions, especially in the eye of the hurricane, the difference between the AR and the local refractivities is very large, about $\pm 10\%$. Again, modeling of the nonlocal refractivity results in reduction of the observation errors, compared to the use of the local refractivity, by approximately one order of magnitude. Further reduction of the observation errors is achieved by modeling of the excess phase path and by use of the curved models or rays.

While comparing fractional modeling errors of different observables, for example, in this study the local
refractivity, the nonlocal refractivity, and the phase, it is necessary to take into account their natural (weather related) fractional variability whose magnitude is different for each observable. For coarse evaluation of the variability we interpolated each of those multiple vertical profiles used for obtaining 2D structures in Figs. 6 and 7 on a standard vertical grid, then calculated mean for each height (by averaging in horizontal direction) and rms deviation around the mean. The results are shown in Fig. 8 in fractional representation (normalize by the mean of the corresponding observable at each height). Solid lines show rms deviations of the observables and dashed lines their rms modeling errors: 1—of the local refractivity, 2—of the nonlocal refractivity, and 3—of the phase. Naturally, the shape of curves in Fig. 8 depends on the atmospheric state used for the modeling, but the following features are common in case of strong horizontal $N$ gradients. The rms error of local refractivity is smaller, but not significantly, than its rms deviation. The rms errors of the nonlocal refractivity and the phase are significantly, by about one order of magnitude, smaller than their rms deviations. Both the rms deviation and the rms error of the phase are smaller (about 2 times) than those of the nonlocal refractivity. Thus both the nonlocal refractivity and the phase allow us to effectively account for the horizontal $N$ gradients.

It is important to realize that the nonlocal linear modeling of RO observables, although it allows us to significantly reduce the modeling errors compared to the use of local refractivity, does not mean that those observables, by themselves, are resolving small-scale horizontal structures of refractivity. Information about such structures is convolved in the nonlocal observables. Being assimilated, these observables result in a constraint, which may aid a high-resolution NWP model to resolve the small-scale structures.

Nonlocal linear modeling of RO observables, such as
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**Fig. 7.** Same as in Fig. 6, but for the case of Hurricane Isabel.
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**Fig. 8.** Solid lines show fractional rms deviations, and dashed lines show fractional rms modeling errors of the observables: 1—of the local refractivity, 2—of the nonlocal refractivity, and 3—of the phase.
the refractivity and the phase, results in significant reduction of the fractional modeling errors, compared to the errors of modeling of the AR refractivity as the local refractivity. However, it must be noted that in most cases RO observations provide higher vertical resolution than NWP models. Direct assimilation of RO observables may result in aliasing of small vertical scales (not reproduced by models) into larger scales (Kursinski et al. 2000; Kuo et al. 2000, 2004). This can be treated as the representativeness error related to insufficient vertical resolution of most NWP models. To reduce this error, the AR refractivity must be subject to filtering and downsampling with bandwidth and discretization variable with height, in order to make them consistent with those of the NWP model.

The representativeness errors related to finite horizontal resolution of an NWP model manifest themselves in different ways for local and nonlocal observables. Here we demonstrate the effect of horizontal resolution of an atmospheric model on the representativeness error, when modeling the AR refractivity as local and nonlocal (by use of straight lines) refractivities. For this purpose we consider the AR refractivity profiles, simulated with the original high-resolution NWP model, as the “true” observables. However, when modeling the local and nonlocal refractivities we degrade the original horizontal resolution of the model by applying sliding averaging in the horizontal direction. The results, obtained in the case of Hurricane Isabel, are shown in Fig. 9. Panels (a) show the 2D refractivity field horizontally smoothed with 100-, 200-, 300-, 400-, and 500-km scale. For each smoothing scale, (b) and (c) show fractional observation errors when modeling the AR refractivity as local and nonlocal (by use of straight lines).

It can be seen that degradation of the horizontal resolution of the model, at first, results in reduction of the observation error of the local refractivity. This error achieves minimum at about 300-km horizontal resolution of the model and then increases again. We note that 300 km is approximately one-half of the horizontal resolution of RO method commonly defined as $2\sqrt{2r_H} = 600$ km, where $H$ is the vertical refractivity scale (Melbourne et al. 1994; Kursinski et al. 1997; Ahmad 1998). When the horizontal resolution of an NWP model is degraded beyond $\sqrt{2r_H}$, then the observation error increases again, but then this error is due to insufficient resolution of the atmospheric model. Thus the observation error of the local refractivity is driven by the observation modeling errors for atmospheric models with high horizontal resolution and by the model representativeness errors for low-resolution NWP models. The observation error of the nonlocal refractivity increases with degrading horizontal resolution of an atmospheric model, being driven by only representativeness error of the model. When the horizontal resolution of an NWP model is $\sqrt{2r_H}$, the observation errors of local and nonlocal refractivities become close. In the particular case of infinitely poor horizontal resolution (spherical symmetry) the local and nonlocal refractivities (and thus their errors) are strictly equal, as it follows from (2) and (3).

6. Conclusions

Simulations with the high-resolution WRF model performed in this study demonstrate that nonlocal linear modeling of the AR refractivity allows us to substantially reduce the observation errors (in this study we do not consider measurement errors) compared to the errors of modeling of the AR refractivity as local. For the weather model with 4-km horizontal resolution, and extreme cases selected for this study, the reduction of the observation errors, in regions with large horizontal gradients, was about one order of magnitude.

We introduced the new observable, which is the phase integrated along certain trajectories (models of rays) through the AR refractivity. Modeling of this observable consists of integration of the phase along exactly the same trajectories through the NWP refractivity. The phase operator is very simple in implementation and results in a smaller number of operations than the nonlocal refractivity, being applied iteratively. An arbitrary, even very crude, finite-difference approximation can be applied for numerical integration of the phase, but it is important that this approximation be the same for the AR refractivity and for the NWP model refractivity, thus resulting in significant cancellation of the modeling errors. With the high-resolution model used in this study, the observation errors of the excess phase were about 2 times smaller than those of the nonlocal refractivity (however, weather-related variability of the phase was also about 2 times smaller than that of the nonlocal refractivity).

An important feature of both the refractivity and the phase nonlocal linear operators is that they are applied below the top of an NWP model so that extrapolation of refractivity above the top is not needed. However, when approaching the top of an NWP model, the information about horizontal gradients vanishes in both nonlocal refractivity and the phase (the nonlocal refractivity converges to the local refractivity and the phase converges to zero at the top of the NWP model). Thus application of the nonlocal linear operators is advantageous (allowing us to effectively account for the horizontal gradients) at heights lower than the top of an NWP model by at least one vertical atmospheric scale.
Since generally the vertical resolution of RO is higher than of most of those of the NWP models, it is important to smooth and downsample the AR refractivity to make its vertical resolution and discretization consistent with those of the NWP model. This will reduce the representativeness error associated with vertical discretization of the NWP model.

Reduction of the observation errors, when modeling the nonlocal observables instead of the local refractivity, increases with increasing horizontal resolution of an NWP model. The use of the nonlocal linear observables is most important for high-resolution weather models (with the horizontal resolution < 100 km) where it allows us to effectively account for horizontal refractivity gradients. In low-resolution models (with the horizontal resolution of about 300 km or more) the horizontal refractivity structures are averaged comparably or stronger than they are convolved in RO observation. For such models, the use of nonlocal observables does not result in reduction of the observation errors, which are dominated by model representativeness errors. For high-resolution NWP models, significant reduction of
the observation errors, when using the nonlocal observables instead of the local refractivity, does not mean that those observables, by themselves, provide information on small-scale horizontal structures of refractivity. This information is contained in convolved form, that is, in the form of a constraint that may aid a high-resolution NWP model to resolve the small-scale structures.

Multipath propagation in the lower troposphere does not impede the use of the AR refractivity for modeling of nonlocal observables such as the phase. However, in the case of the superrefraction, both the AR refractivity and the modeled phase will be negatively biased below the layer.

Simulations in this study were performed for vertical occultation geometry. Nonlocal linear modeling of observables on the base of AR refractivity for occultations with big horizontal smears of TP in the transverse direction must be evaluated in an additional study.
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